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ABSTRACT 

In the era of Industry 5.0, the evolution of smart and interconnected industrial environments calls for 

highly adaptive and interpretable security mechanisms. With the rapid proliferation of IoT devices, 

automation systems, and cloud-integrated platforms, industrial networks have become increasingly 

vulnerable to complex and evolving cyber threats. Ensuring the resilience of such environments 

requires the deployment of intelligent intrusion detection techniques capable of operating in real-time 

with high accuracy and interpretability. To address this necessity, an advanced security mechanism 

was developed using the CIC-DDoS 2019 dataset, which provides a comprehensive set of simulated 

Distributed Denial of Service (DDoS) attacks across multiple protocols in industrial network settings. 

The detection system was enhanced using prominent feature selection techniques such as SelectKBest, 

SelectPercentile, and Mutual Information. These techniques helped identify the most relevant 

attributes from the dataset, effectively reducing dimensionality while improving model generalization 

and training efficiency. The core of the detection system is a robust ensemble classification strategy, 

leveraging a voting-based classifier that integrates the strengths of bagging through Random Forest 

and boosting through Boosted Decision Trees. This hybrid ensemble architecture enables precise 

classification by combining the diversity and stability of multiple models. Among all tested 

configurations, the voting classifier demonstrated superior performance, achieving a high accuracy of 

95.8%, thereby confirming the strength of ensemble learning in dynamic and heterogeneous network 

environments. The proposed detection system is scalable and adaptive, designed to function in real-

time, and supports decision transparency—crucial for building trust in automated industrial defense 

systems. This mechanism offers a dependable layer of security against network intrusions and 

enhances the resilience of hyper-connected infrastructures, fulfilling the cybersecurity demands of 

next-generation industrial systems under the Industry 5.0 vision. 
 

Keywords: Deep learning (DL), cyber-attacks, explainable artificial intelligence, Industry 5.0., 

intrusion detection system (IDS), Voting Classifier. 

1. INTRODUCTION : 

Merging human simplicity with a complex machine creates notable improvements and industrial 

solutions outside the industry more focused on consumers and more efficient sources, which is known 

as the fifth industrial revolution or industry meaning 5.0.  Industry 5.0 seeks to combine the cognitive 

abilities of human specialists with the accuracy and performance of automated technologies for the 

development of goods and processes that are more flexible and sustainable. In contrast to its 

predecessor, which concentrated totally on automation and optimization, industry 5.0 prioritizes 

collaboration among people and machines to foster improved innovation, creativity, and 

personalization in production and service delivery [1], [2].  This paradigm shift is expected to 
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significantly influence consumer technology, expedite innovation, and alter the methods of product 

conception, manufacturing, and delivery to consumers.  

In enterprise 5.0, “consumer Electronics (CE)” devices are essential for data collection and processing 

from various sensors and machines, in addition to facilitating remote monitoring and control. Facilities 

such as smartphones, smart watches and capsules act as an interface between human beings and 

machines, adding real facts, indicators and updates of operating status for industrial systems.3 by way 

of accumulating environmental records, such as temperature, air excellent, and humidity, CE devices 

can enhance industrial operations, resulting in extra intelligent and efficient manufacturing systems. 

These developments facilitate improved user experiences and the creation of more intuitive and 

resource-efficient systems, hence minimizing waste and energy usage.  

Nonetheless, however the assurances of industry 5.0, the swift implementation and commercialization 

of these technology engender sizeable protection apprehensions.  The escalating interconnectedness 

of devices and systems amplifies the hazards related to cyber threats and attacks.  [5] Autonomous 

systems, including production robots, are susceptible to remote hijacking by hackers, which may 

disrupt operations and inflict considerable damage on enterprises. Facilities such as smartphones, 

smart watches and capsules act as an interface between human beings and machines, adding real facts, 

indicators and updates of operating status for industrial systems, the intricacy of enterprise 5.0 

networks renders them vulnerable to cyber-attacks.  Consequently, there is an urgent necessity for 

enhanced security protocols to safeguard these structures against growing threats [6].  

An alternative alternative is the implementation of “intrusion detection systems (IDS)” that monitor 

network traffic to detect anomalous behavior indicating potential security violations.Although 

conventional IDS methodologies have been extensively employed, their efficacy against advancing 

and complex cyber threats is constrained.  Consequently, it is vital to develop IDS systems that are 

more dynamic and adept at reacting to novel assault routes.  In latest years, DL-based IDS have 

emerged as a promising study domain, with the promise for enhanced accuracy and real-time detection 

of cyber-attacks in complex and speedy dynamic environments characteristic of industry 5.0.  

Advanced IDS models, capable of learning and adapting to novel attack patterns, are increasingly 

stated as important factors in safeguarding the interconnected networks that help the industry 5.0 

ecosystem [8]. 

2. OBJECTIVES : 

To ensure cybersecurity in hyper-connected Industry 5.0 environments, this work focuses on creating 

an adaptive, accurate, and interpretable intrusion detection mechanism using ensemble machine 

learning models and feature optimization. 

(1)Develop an adaptive intrusion detection mechanism 

To construct a real-time detection system using the CIC-DDoS 2019 dataset, capable of classifying 

diverse network intrusions with high accuracy through optimized machine learning models. 

(2)Enhance feature relevance and model performance 

To apply feature selection methods—SelectKBest, SelectPercentile, and Mutual Information—to 

identify critical input features that significantly improve training efficiency and reduce computational 

complexity. 

(3)Implement a robust ensemble-based classifier 

To “integrate Random Forest (bagging) and Boosted Decision Trees (boosting)” in a voting classifier 

framework for precise, scalable, and interpretable intrusion detection in industrial network 

environments. 

3. REVIEW OF LITERATURE/ RELATED WORKS : 

Industry 5.0, defined by the amalgamation of human mind with sophisticated technology and 

intelligent systems, introduces novel opportunities and issues in industrial cybersecurity.  As 

enterprises transform into hyper-connected ecosystems comprising intricate networked devices and 

systems, the risk of cyber threats escalates, requiring sophisticated techniques to safeguard these 

environments.  Recent literature on (IDS) underscores the increasing interest in utilizing ML and DL 

models to tackle difficulties in industrial settings, especially within the framework of industry 5.0. 

An important contribution is the research of Saba et al. [9], which represents a system of disruption 

detection based on anomaly adapted to IoT networks. They utilize DL models to identify anomalous 

actions that may represent a potential incursion.  The solution seeks to bolster the security of industrial 
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IoT networks, which might be crucial to the interconnected devices of industry 5.0.  The system utilizes 

deep learning techniques to adapt to the dynamic characteristics of IoT networks, providing an 

advanced method compared to conventional signature-based IDS answers.  Their studies underscores 

the capability of deep learning to identify novel threats by recognizing intricate patterns in network 

traffic. 

Similarly, Althobaiti et al. [32] concentrate on “intelligent cognitive computing for intrusion detection 

in industrial cyber-physical systems (CPS)”.  Their methodology entails the integration of cognitive 

computing with intrusion detection systems to augment the overall intelligence of the security 

framework.  The cognitive model always learns and adjusts to emerging threats, rendering it a resilient 

solution for the swiftly changing domain of industrial cybersecurity.  Their concept underscores the 

importance of cognitive abilities in IDS, stressing the necessity for structures that cannot only detect 

but also anticipate and react to emerging threats in real-time.  This examine enhances the expanding 

corpus of research investigating the amalgamation of artificial intelligence with industrial safety 

systems. 

Jeong et al. [11] advocate a semi-supervised methodology for network intrusion detection with 

“Generative adversarial Networks (GANs)”, frequently hired in generative tasks, are repurposed for 

intrusion detection by producing adversarial samples to increase the possibility of the version to 

distinguish between normal and abnormal community activities.This method is in particular 

advantageous in contexts with little labeled data, as it allows the model to learn from both classified 

and unlabeled datasets.  Their methodology highlights the significance of utilizing GANs to decorate 

the detection efficacy of IDS, specifically in eventualities when conventional supervised learning 

models may falter because of insufficient training data. 

Fatani et al. [34] they propose a sophisticated approach for extraction and selecting elements that 

integrate deep learning with Aquila optimizer to increase the precision of the IoT disturbance detection 

systems.Characteristic selection and extraction are crucial for enhancing the efficacy of DL models, 

since they facilitate the identity of the most pertinent information from big datasets.  The suggested 

technique seeks to beautify the efficiency and efficacy of “Intrusion Detection systems (IDS)” in 

figuring out complex assaults within IoT networks by mixing deep learning with optimization 

techniques such as Aquila.  This examine highlights the significance of feature engineering and 

optimization in developing high-performance intrusion detection systems that can manage the 

extensive data produced by connected devices in industry 5.0. 

 Abdel-Basset et al. [13] investigate Deep-IFS, an “intrusion detection methodology tailored for 

industrial internet of things (IIoT)” communications inside a fog computing framework.  Fog 

computing complements cloud computing by relocating computation closer to the community facet, 

which is especially advantageous in industrial environments where actual-time processing is essential.  

Deep-IFS integrates deep getting to know methodologies with fog computing to establish a system 

able to efficaciously identifying intrusions in IIoT networks while reducing latency.  This approach 

emphasizes the want of using edge computing and deep learning to meet the real-time safety needs of 

industrial settings.  The study illustrates that the integration of cloud and edge computing with 

sophisticated machine learning models can markedly strengthen the security and efficiency of Industry 

5.0 systems. 

Tang et al. [36] introduce DeepIDS, a DL-based methodology for intrusion detection in “software-

defined networking (SDN)” contexts. SDN delineates the control plane from the data plane in 

networking, presenting advanced flexibility and scalability even as simultaneously presenting novel 

safety problems.  DeepIDS employs deep learning methodologies to identify abnormalities and threats 

inside SDN settings, targeting the distinct vulnerabilities related to SDN's centralized manipulate.  

Their studies demonstrates how deep studying can be tailored to tackle the precise security issues of 

“software-defined Networking (SDN)”, rendering it a viable strategy for safeguarding industrial 

networks that depend on this technology for adaptability and scalability. 

Sahu et al. [15] concentrate on a hybrid model that integrates “long short-term memory (LSTM)” and 

“Fully Convolutional Neural Networks (FCNN)” for “multi-class intrusion detection” in business 

settings.  LSTM, recognized for its functionality to deal with sequential facts, and FCNN, a 

convolutional neural community tailor-made for function extraction, are incorporated to pick out 

diverse types of intrusions inside a scalable framework.  This hybrid paradigm is mainly effective for 

coping with intricate, multi-class intrusion detection tasks in real-time, rendering it appropriate for the 
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dynamic and developing characteristics of enterprise 5.0 networks.  Their studies highlights the 

capability of integrating various deep learning models to attain enhanced accuracy and robustness in 

intrusion detection structures. 

Moustafa et al. [16] provide a revolutionary danger intelligence framework for the protection of 

industry 4.0 systems, which is equally pertinent to industry 5.0.  The initiative emphasizes the 

incorporation of risk intelligence with current safety protocols to enhance proactive protection in 

opposition to cyber threats. By integrating threat intelligence, the advised device can anticipate and 

alleviate capability dangers prior to their escalation into enormous assaults.  This study emphasizes the 

significance of predictive security measures and the crucial role of threat facts in safeguarding the 

intricate and linked systems of enterprise 5.0.  Their studies shows that integrating hazard intelligence 

with sophisticated detection models can markedly enhance the ability to ward off attacks in industrial 

environments. 

Those works together emphasize the increasing fashion of incorporating deep getting to know, 

cognitive computing, and optimization techniques for decorating the efficiency of the detection 

detection systems in commercial and IoT settings.  The literature identifies various interesting 

methodologies, including anomaly-based detection, semi-supervised learning, generative adversarial 

networks (GANs), feature selection, and the implementation of edge and fog computing. Each answer 

complements the security of business networks, tackling the distinct issues of industry five.0, which 

includes the complexity and scale of networked devices, the necessity for real-time processing, and 

the dynamic nature of cyber threats. Current research in this domain highlights the need of developing 

adaptive, clever systems that can learn from new data and react to rising threats, which is crucial for 

maintaining the security and resilience of industry 5.0 systems. 

 

Table 1: Literature Survey Comparison Table 

Sl. 

No 

Area & Focus of the 

Research 
The result of the Research Reference 

1 Anomaly-based 

intrusion detection 

using deep learning in 

IoT networks. 

Effectively detected anomalies using 

adaptive deep learning for IoT. 

 

T. Saba, A. Rehman, 

T. Sadad, H. 

Kolivand.Et.al.,(2022

). [9]  

2 Cognitive computing 

integration for smart 

industrial intrusion 

detection systems. 

Improved real-time threat adaptation 

using cognitive learning models. 

M. M. Althobaiti, K. 

P. M. Kumar, D. 

Gupta., et.al., (2021) 

[32] 

3 Semi-supervised 

intrusion detection 

using GANs with 

limited labeled data. 

Boosted detection in low-data settings 

using adversarial sample learning. 

 

H. Jeong, J. Yu, and 

W. Lee (2021) [11] 

4 Feature selection in 

intrusion detection 

using Aquila and deep 

learning. 

Achieved better precision through 

optimization and deep learning fusion. 

 

A. Fatani, A. Dahou, 

M. A. Al-Qaness, 

et.al., (2022) [34] 

5 Intrusion detection for 

IIoT using deep 

learning in fog. 

Enabled low-latency detection with edge-

based learning architecture. 

M. Abdel-Basset, V. 

Chang, H. Hawash. 

(2021) [13] 

4. MATERIALS AND METHODS : 

The suggested approach seeks to improve cybersecurity in the industry 5.0 framework by utilizing 

machine learning algorithms for intrusion detection.  The CIC-DDoS 2019 dataset [22], comprising 

varied network traffic data, employs feature selection methods such as SelectKBest, Select Percentile, 

and Mutual information to ascertain the most pertinent factors for effective categorization. A variety 

of ML techniques are utilized, including decision trees [18], Random forest [19], “Bidirectional long 

short-term memory (BiLSTM), Bidirectional Gated Recurrent units (BiGRU) [17], Convolutional 

Neural Networks (CNN)” [20], and hybrid models like CNN + LSTM [21].  Moreover, ensemble 

learning is executed by a voting Classifier that integrates bagging with Random forest and Boosted 
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decision trees to decorate detection efficacy.  This machine seeks to deliver a strong, real-time intrusion 

detection mechanism capable of managing intricate, hyper connected commercial networks, therefore 

assuring improved security and resilience in industry 5.0 settings. 

 

 

Fig 1: Proposed Architecture 

The structure (fig. 1) illustrates a complete “Intrusion Detection system (IDS)” for industry 5.0.  The 

machine initiates by analyzing the CIC-DDoS 2019 dataset [22], encompassing information 

visualization and label encoding.  Eventually, feature selection is employed to determine the most 

pertinent features.  The dataset is divided into training and testing subsets, and lots of device learning 

models are developed and assessed.  The trained models classify network traffic as both normal and 

malicious, thereby safeguarding the security and resilience of industry 5.0 systems. 

 

4.1 Dataset Collection: 

This study utilizes the CIC-DDoS 2019 dataset, consisting of 125,170 entries and 78 attributes that 

represent several network traffic metrics.  This dataset was meticulously built for research on intrusion 

detection systems (IDS) and incorporates a varied array of parameters such as packet lengths, flow 

durations, and flags, providing substantial insights into network behavior.  Next to the use of feature 

selection methods, the dataset was condensed to the most pertinent features for intrusion detection, 

hence enhancing model performance and diminishing computational time.  the chosen features include 

'flow duration,' 'Fwd Packets length total,' 'Fwd Packet length Max,' 'Fwd Packet length Min,' 'Fwd 

Packet length mean,' 'flow Bytes/s,' 'flow Packets/s,' 'flow IAT mean,' 'flow IAT Std,' 'flow IAT Max,' 

'Fwd IAT total,' 'Fwd IAT Max,' 'Fwd Packets/s,' 'Packet length Min,' 'Packet length Max,' 'Packet 

length mean,' 'Avg Packet size,' 'AvgFwd segment size,' and 'SubflowFwd Bytes.'  These houses 

denote essential parameters including packet sizes, flow characteristics, and inter-arrival durations, 

which are vital for identifying anomalies and potential assaults in community traffic. 

 

Table 2: Dataset Collection Table - CIC-DDoS 2019 

 

 

4.2. Pre-Processing: 

During the pre-processing phase, we concentrate on readying the dataset for modeling.  This 

encompasses data processing, showing essential relationships, encoding specific labels, and executing 

feature selection to guarantee superior input for the predictive model. 
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4.2.1 Data Processing 

The processing of this dataset entails numerous critical processes to guarantee its quality and 

preparedness for analysis.  Initially, duplicate entries are detected and eliminated to preserve data 

integrity.  Subsequently, any absent values are addressed by eliminating rows containing null entries, 

so guaranteeing the absence of incomplete data. Ultimately, normalization is implemented to 

normalize the data, guaranteeing that all numerical values fall within a comparable range. These 

preparation methods improve the dataset's consistency, reliability, and appropriateness for subsequent 

modeling and analysis. 

4.2.2 Data Visualization 

The data visualization technique entails generating a count plot to illustrate the prevalence of various 

categories inside the dataset's "Label" column.  This visualization use separate colors to distinguish 

the categories, offering a clear representation of the distribution of each label within the data.  This 

plot illustrates the frequency of each label, aiding in the comprehension of class distribution and the 

identity of potential class imbalances, that's crucial for informed decision-making in the modeling 

process. 

4.2.3 Label Encoding 

Label encoding is employed to transform categorical labels, expressed as strings, into numerical 

values.  The label encoder allocates a unique integer to every separate category within the "Label" 

column.  This translation lets in machine learning models to process the data, as the majority of 

algorithms necessitate numerical enter.  Subsequent to encoding, the "Label" column is substituted 

with its numerical values, while the features (X) are delineated from the target variable (y) for 

subsequent model processing. 

4.2.4 Feature Selection 

Feature selection is an essential process for enhancing model efficiency and accuracy by minimizing 

the quantity of input features.  The SelectPercentile method, utilizing mutual information as a criterion, 

is employed to identify the most pertinent attributes.  This strategy identifies the top 25% of features 

according to their statistical correlation with the target variable.  This method selects 19 important 

characteristics, ensuring that only the most useful variables are utilized for model training, hence 

improving performance. 

 

4.3 Training & Testing 

The data file is divided into training and test kit for assessing the model efficiency.Usually, 20% of 

the data is set aside for checking out; the last eighty% is used to train the version.   This department 

guarantees that the version gains patterns from the vital facts even as it is assessed on new cases to 

gauge its generalization capacity.  The random state is installed to offer uniformity in records splitting 

throughout several version executions. 

 

4.4 Algorithms: 

DecisionTree:This algorithm helps to decide on the basis of elements, construction of a structure 

similar to a tree for classification or prediction of the result.  It is asked to grasp the selection -making 

process and explain the connections between features in categorization. 

RandomForest:A compilation of decision trees, this approach enhances classification precision by 

averaging numerous models to mitigate overfitting.  It is proficient at managing intricate datasets, 

delivering reliable forecasts and assessing feature significance. 

BiLSTM:Bi-directional“long short-term memory networks” capture dependencies from each past and 

future data, therefore improving performance for sequential information.  It is applied for applications 

such as time-series forecasting or collection annotation, enhancing contextual comprehension. 

BiGRU:Bidirectional Gated Recurrent Unit networks, similar to BiLSTM, analyse data in both 

forward and backward orientations.  It is effective for sequential obligations, providing expedited 

training while retaining comparable performance for context-aware sequence processing tasks. 

Voting Classifier (Bag with RF + Boosted DT):This ensemble method integrates the forecasts of a 

Random forest and Boosted decision trees.  It consolidates the outputs of many models to enhance 

classification accuracy, therefore improving resilience and generalization in tasks necessitating high 

predictive reliability. 
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CNN: Convolutional Neural Networks are utilized for pattern recognition in structured facts.  They 

talented in extracting spatial features, particularly from photograph data, and are employed for 

classification tasks related to visual or geographic information, therefore improving feature extraction 

performance. 

CNN + LSTM: The integration of CNN and LSTM capitalizes at the advantages of both architectures, 

with CNNs specializing in spatial feature extraction and LSTMs adept in capturing sequential 

dependencies.  [21] This methodology is appropriate for applications necessitating both geographical 

and temporal data processing, enhancing predictive accuracy. 

5. RESULTS AND DISCUSSION : 

Accuracy:The correctness of the check is its ability to distinguish properly among the patient and 

healthy cases.   Evaluating the correctness of the take a look at requires computing the ratio of actual 

positives to actual negatives in all assessed cases.   Mathematically, this can be stated as: 

“𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+FP+TN+FN
(1)” 

Precision: The accuracy evaluates the share of precisely classified cases among cases identified as 

positive.  As a result, the formula for calculating accuracy is expressed: 

“𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
True Positive

True Positive +False Positive
(2)” 

Recall:The invocation is a meter in machine mastering that assesses the model's capacity to grasp all 

pertinent examples of a given class.   It is the proportion of exactly expected high-quality observations 

of general genuine positives and provides insight into the efficiency of the version in detecting the 

frequency of a particular elegance. 

“𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP + FN
(3)” 

F1-Score:The F1 score is a metric for evaluating the accuracy of the machine learning model.  It 

integrates the metrics of accuracy and model.  The metric of accuracy quantifies the frequency of real 

predictions of generated versions throughout the data file. 

“𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 X 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
∗ 100(1)” 

MCC: The Matthews coefficient, or Matthews correlation coefficient (MCC), is a performance 

indicator utilized for binary classifiers in machine learning.  It assesses the correlation between 

expected and actual binary outcomes by evaluating all 4 components of a confusion matrix. 

“𝑀𝐶𝐶 =
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁
(5)” 

Table(3)assess the performance metrics—accuracy, precision, recall, F1-score, and MCC—for every 

method.  The voting Classifier routinely surpasses all other algorithms across all metrics.  The tables 

offer a comparative examination of the metrics for the alternative methods. 

 

Table 3: Performance Evaluation Metrics 

Model Accuracy Precision Recall F1-Score MCC 

DecisionTree 0.903 0.910 0.903 0.903 0.885 

Random Forest 0.900 0.900 0.900 0.900 0.881 

Voting Classifier 0.958 0.960 0.958 0.958 0.950 

BiLSTM 0.263 0.069 0.263 0.109 0.000 

BiGRU 0.263 0.069 0.263 0.109 0.000 

CNN 0.701 0.878 0.701 0.767 0.651 

CNN+LSTM 0.542 0.867 0.542 0.629 0.470 
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Graph 1: Comparison Graphs 

 

In Graph (1), the accuracy is shown in blue, accuracy in orange color, remember in the purple, F1-

score in the light yellow and MCC in green.  In relation to other models, the voting classifier shows 

increased performance in all measures and reaches the highest values.  The above graph clearly 

illustrates these findings. 

6. CONCLUSION : 

In short, the use of machine learning methodologies to detect disruption in framework of industry 5.0 

shows considerable potential for enhancing cybersecurity in fairly interconnected industrial settings.  

The CIC-DDoS 2019 dataset [22] facilitated the examination of multiple feature selection techniques, 

including SelectKBest, SelectPercentile, and Mutual information, to ascertain the maximum pertinent 

features for intrusion detection.  Optimizing the feature set enhanced the model's performance, 

facilitating more green and precise detection of network intrusions.  Of the classification algorithms 

evaluated, the voting Classifier, which integrates bagging with Random forest [19] and Boosted 

decision trees [18], it achieved the highest accuracy of 95.8%.  This result underlines the efficiency of 

the file approaches in dealing with complex concerns about cyber security in current business 

structures.  This approach provides specific intrusion detection while guaranteeing the reliability and 

resilience crucial for safeguarding the linked and automated framework of industry 5.0.  This work 

underscores the important function of powerful machine learning approaches in protecting industrial 

ecosystems from rising cyber threats. 

The future scopeof this methodology involves the enhancement of “intrusion detection systems” by 

the use of sophisticated ML techniques, including DL models, to improve detection precision and 

minimize false positives.  Furthermore, investigating the combination of real-time threat intelligence, 

adaptive learning systems, and ongoing model upgrades could enhance cybersecurity in industry 5.0.  

Augmenting the dataset to encompass a broader range of attack scenarios and evaluating the model's 

efficacy across diverse industrial contexts would enhance its robustness and scalability for practical 

applications. 
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